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#### Abstract

Lidar-data processing techniques are analyzed, which allow determining smoke-plume heights and their dynamics and can be helpful for the improvement of smoke dispersion and air quality models. The data processing algorithms considered in the paper are based on the analysis of two alternative characteristics related to the smoke dispersion process: the regularized intercept function, extracted directly from the recorded lidar signal, and the square-range corrected backscatter signal, obtained after determining and subtracting the constant offset in the recorded signal. The analysis is performed using experimental data of the scanning lidar obtained in the area of prescribed fires. © 2015 Optical Society of America

OCIS codes: (280.1100) Aerosol detection; (280.1120) Air pollution monitoring; (290.1090) Aerosol and cloud effects. http://dx.doi.org/10.1364/AO.54.002011


## 1. Introduction

Wildland fires can have negative impacts on human health by contributing to unhealthy levels of aerosol particle content. The smoke obscuration of roadways and airport runways and reduced visibility is another adverse impact from wildfires. The EPA's reduction of the ambient PM2.5 standard for 24 h has significantly increased the regulatory demands for land management agencies to address the air quality impact of wildland-fire emissions. To comply with the regulatory rules, land management needs the opportunity to predict the possible effects of wildfires and levels of contribution of fire emissions to atmospheric pollution. However, current smokedispersion models do not allow reliable estimation of the local and regional impacts of the fire's smoke emissions. The uncertainties and biases of these models and the corresponding limits of their applications are poorly characterized.

[^0]Smoke dispersion in the atmosphere strongly depends on the height at which wildfire smoke particulates are injected into the atmosphere. In turn, the upper boundary of the plume height, which is a key input to aerosol transport models, depends on the heat release rate from the fire, the moisture content of the fuels, and the atmospheric conditions [1,2]. The proper characterization of this height is an issue. There are not enough experimental data about smoke plume rise and dynamics, pollutant concentrations, and smoke particulate transport from wildland fires to validate these models. The absence of such experimental data, such as the distribution of smoke particles, plume height, rise, dynamics, and dispersion, impedes the validation and improvement of the existing smoke-dispersion models.

Quantifying the plume heights under different meteorological conditions can potentially be achieved by the application of the remote sensing technique. Lidar profiling of the atmosphere is one of the most suitable methods for this purpose. It allows extracting vertical profiles of the smoke plumes and investigating smoke plume heights and downdrafts
that transport the smoke particulates downward, worsening air quality at ground level.

During the last decade, a number studies were published in which the characterization of smoke plume behavior, including estimates of the plume injection height, were made using the information derived from satellite data, in particular from the CALIPSO data [3-7]. However, the information derived from space data is limited to the smoke plumes having discernable features. The satellite measurements are most effective when wildfires produce plumes that penetrate through the boundary layer and are transported downwind over great distances. These satellite measurements are much less effective for the investigation of the smoke that remains within the boundary layer.

## 2. Smoke-Plume Height Measurement Methodology and Algorithms for Ground-Based Lidar

For investigation of the characteristics of the smoke plumes that remain within the boundary layer, ground-based lidar may be considered the best option. To determine the smoke-plume height with ground-based lidar, the latter should have scanning abilities both in the azimuthal and slope directions. A general schematic for determining the smoke plume height with scanning lidar is shown in Fig. 1. The lidar, located in the close vicinity of a local scale fire, scans the plume under a number of elevation angles. The slant lines in the figure show the directions of lidar scanning, and the filled dots show the maximum height of the smoke plume fixed under different elevation angles.
Let us consider examples of the real experimental data obtained on August 25, 2013, with the Missoula Fire Sciences Laboratory scanning lidar in the area of the prescribed fires near Walla Walla, Washington, USA. The elements of the mobile lidar used in this investigation are as follows [8]. A short-pulsed $\mathrm{Nd}: \mathrm{YAG}$ laser attached to the top of a receiving telescope is used as the light source. The lidar receiver measures the backscatter signal at two wavelengths, 532 and 1064 nm , simultaneously. The laser beam is


Fig. 1. Schematic of determining the height of the smoke-plume column with scanning lidar.
emitted parallel to the telescope after going through a periscope, so that the effective exit aperture is offset 0.41 m from the center of the telescope. The periscope increases the distance at which the laser beam overlaps the telescope field of view up to $\sim 1000 \mathrm{~m}$, simultaneously decreasing the dynamic range of the signals and increasing the total measurement range. The telescope-laser system is able to turn through $180^{\circ}$ horizontally and $90^{\circ}$ vertically. In the experiment, the vertical scans were performed in a fixed azimuthal direction, and only the backscatter signals at 1064 nm were applied for the analysis. The vertical scans were made within the angular sector from $5^{\circ}$ to $60^{\circ}$ with an angle resolution of $1^{\circ}$. Each recorded signal was the average of 30 shots, and each total scan was recorded for $\sim 75 \mathrm{~s}$.
Different optical situations can be encountered when profiling smoke plumes with scanning lidar [ $\underline{8}-11]$. Many such situations were met when profiling the prescribed fires near Walla Walla. The typical optical situations met on August 25 are illustrated in Figs. 2(a)-2(d). Initially, when the prescribed fire is starting, the vertically stratified smoke-plume column without well-defined horizontal layering in its vicinity is observed [Fig. 2(a)]. Then the smoke plume aerosols start accumulating in the vicinity of the maximum height of the vertically stratified plume [Fig. 2(b)]. The strong dispersing processes create the specific combination in which the vertically stratified smoke plume and horizontal smoke-plume layering take place [Fig. 2(c)]. Finally, when the fuel for the fire becomes exhausted, the vertical smokeplume structure degrades. At that stage, the smoke plume particles create a horizontal (or close to horizontal) layer elevated over ground level [Fig. 2(d)].
There is some inconsistency in the term "injection height" and little probability of its accurate determination, especially when using the satellite lidar. The plume injection height is commonly defined as the vertical zone in which a buoyant plume begins to transport horizontally away from its origin source [3]. Meanwhile, in many cases, the lidar can reliably determine only the top of such a zone. The bottom part of this zone is often extremely dispersed; moreover, it may have a multilayered structure or extend down to ground level, so that even the definition of the lowest boundary of the injection height is an issue. Meanwhile, just the top of this height determines the maximum distance over which the smoke plume may travel and impact its destination, for example, Arctic ice. Keeping this observation in mind, we will focus here on determining the maximum plume height when the smoke plume reveals welldeveloped horizontal layering, such as in Figs. 2(b) 2 (d).
The use of alternative data processing techniques for determining the plume height dispersion may yield not only the main parameter of interest, the maximum smoke-plume height, but also some related smoke-plume characteristics. Let us start with the data processing technique of detecting dispersed


Fig. 2. (a) The white contour shows the two-dimensional image of the smoke-plume boundaries determined on August 25, 2013, at 10:57 local time; (b) same as in (a) but at 11:03; (c) same as in (a) but at 11:08; (d) same as in (a) but at 11:23.
smoke-plume layering and determining its maximum height, discussed in [12-15]. The total signal at the height $h$, measured in the slope direction, $\varphi$, is a sum of the backscatter signal, $P_{\varphi}(h)$, and a constant component, $B_{\varphi}$; that is, $P_{\varphi, \Sigma}(h)=P_{\varphi}(h)+B_{\varphi}$. For each slope direction and each discrete height, ... $h_{j}-\Delta h, h_{j}, h_{j}+\Delta h \ldots$, the auxiliary function,

$$
\begin{equation*}
Y_{\varphi}(h)=P_{\varphi, \Sigma}(h) x, \tag{1}
\end{equation*}
$$

is calculated; here $x=\frac{h^{2}}{(\sin \varphi)^{2}}$. Using principles similar to those in [12], the regularized intercept function, $Y_{0}(\varphi, x)$, for any slope direction $\varphi$ may be determined as

$$
\begin{equation*}
Y_{0}(\varphi, x)=\left|\frac{Y_{\varphi, x}-\frac{d Y_{\varphi, x}}{d x}}{x+\Delta_{\varphi}}\right| ; \tag{2}
\end{equation*}
$$

here $\Delta_{\varphi}$ is a user-defined positive nonzero constant, chosen within the range ( $0.02-0.05$ ) from the maximum value of $x$ over the analyzed height interval. Note that before differentiation, the function $Y_{\varphi}(h)$ in Eq. (1) is transformed into a function of variable $x$ and denoted in Eq. (2) as $Y_{\varphi, x}$; after determining the intercept function, $Y_{0}(\varphi, x)$, it is transformed back to the function of height, $Y_{0}(\varphi, h)$. These functions are then used to determine the maximum heterogeneity function at each height, that is,

$$
\begin{align*}
Y_{0, \max }(h)= & \max \left[Y_{0}\left(\varphi_{\min }, h\right), \ldots Y_{0}\left(\varphi_{j}, h\right),\right. \\
& \left.Y_{0}\left(\varphi_{j+1}, h\right), \ldots, Y_{0}\left(\varphi_{\max }, h\right)\right] . \tag{3}
\end{align*}
$$

The above function is normalized to a unit that is determined as the ratio

$$
\begin{equation*}
Y_{0, \text { norm }}(h)=\frac{Y_{0, \max }(h)}{Y_{0, \max , \max }}, \tag{4}
\end{equation*}
$$

where $Y_{0, \text { max,max }}$ is the maximum value of $Y_{0, \text { max }}(h)$ within the angular sector scanned by the lidar.
The set of the functions, $Y_{0}(\varphi, h)$, determined for the lidar scans shown in Figs. 2(a)-2(d) and normalized to the unit, and the corresponding functions, $Y_{0, \text { norm }}(h)$, are shown in Figs. 3(a)-3(d). The specific shape of these curves follows from Eq. (2); in particular, it depends on the derivative, $\frac{d Y_{\varphi-x}}{d x}$. Accordingly, the variations in the functions $Y_{0, \text { norm }}(h)$ are related to the boundaries of the areas of increased backscattering rather than to intensity of the backscattering and smoke-plume concentration. The areas where $Y_{0, \text { norm }}(h) \rightarrow 1$ are the areas of the highest aerosol heterogeneity.
The simplest principle of determining the maximum plume height is selecting the appropriate fixed level $\chi<1$ and determining the height at which $Y_{0, \text { norm }}(h)=\chi$. The main issue in such a simple approach is the rational selection of the level $\chi$. In the case of a poorly defined boundary, as is generally the case in smoke-polluted atmospheres, the height,


Fig. 3. (a)-(d) Thin solid curves represent the functions $Y_{0}(\varphi, h)$ determined from the scanning lidar signals at the same time periods as the scans shown in Figs. 2(a)-2(d), respectively; these functions, obtained from the signals at the wavelength 1064 nm , are normalized to unit. The corresponding functions, $Y_{0, n o r m}(h)$, are shown as the black bold curves.
$h(\chi)$, at which the selected parameter, $\chi$, matches $Y_{0, \text { norm }}(h)$ can dramatically depend on $\chi[3,13]$. The most effective method for such data analysis is examining the changes in the height of the smoke-plume boundary when different $\chi$ are used. In Figs. 4(a)-4(d), the dependence of the heights $h(\chi)$ on different $\chi$ are shown for the same cases as in Figs. 3(a)-3(d). One can see that the well-defined boundary of the smoke plume can be observed only in Fig. 4(d), whereas in other cases the smoke plumes are significantly dispersed, having multilayer structures [Figs. 4(b) and 4(c)].

An alternative way of determining the upper boundary of the smoke plume may be based on the straightforward usage of the signals of scanning lidar. In this variant, the simplest function, the square-range-corrected signal, may be used as a basic function. The signal as the function of the slope $\varphi$ and the height, $h$, that is,

$$
\begin{equation*}
S(\varphi, h)=P_{\varphi}(h)(h / \sin \varphi)^{2}, \tag{5}
\end{equation*}
$$

is calculated with the straightforward formula,

$$
\begin{equation*}
S(\varphi, h)=\left[P_{\varphi, \Sigma}(h)-\left\langle B_{\varphi}\right\rangle\right](h / \sin \varphi)^{2}, \tag{6}
\end{equation*}
$$

where $\left\langle B_{\varphi}\right\rangle$ is the estimate of the constant component, $B_{\varphi}$, at the slope direction $\varphi$; it may be found using the same lidar signals, $P_{\varphi, \Sigma}(h)$, recorded over distant ranges where the backscatter signal presumably vanishes, that is, $P_{\varphi}(h) \approx 0$. The sets of the functions $S(\varphi, h)$ determined for the same lidar scans within the angular sector from $\varphi_{\text {min }}$ to $\varphi_{\text {max }}$ are shown in Figs. 5(a)-5(d).

To simplify determining the maximum plume heights of interest, the maximum function, $S_{\max }(h)$, should be transformed similar to the above function $Y_{0, \text { max }}(h)$; that is, it should be calculated from the set of the functions, $S(\varphi, h)$, as

$$
\begin{gather*}
S_{\max }(h)=\max \left[S\left(\varphi_{\min }, h\right), \ldots S\left(\varphi_{j}, h\right),\right. \\
\left.S\left(\varphi_{j+1}, h\right), \ldots, S\left(\varphi_{\max }, h\right)\right], \tag{7}
\end{gather*}
$$

and then normalized to unit, that is,

$$
\begin{equation*}
S_{\mathrm{norm}}(h)=\frac{S_{\max }(h)}{S_{\max , \max }} \tag{8}
\end{equation*}
$$

here $S_{\text {max, max }}$ is the maximum value of $S_{\max }(h)$ within the altitude range from $h_{1}=r_{\min } \sin \varphi_{\text {min }}$ to $h_{2}=r_{\text {max }} \sin \varphi_{\text {max }}$, where $r_{\text {min }}$ and $r_{\text {max }}$ are bordering points of the lidar operative range. The range of the normalized function, $S_{\text {norm }}(h)$, may vary from zero to unit, the same as the range of the function $Y_{0, \text { norm }}(h)$. Generally, the functions $S(\varphi, h)$ are extremely scattered; therefore, in practice, it is sensible to average the initial function $S_{\text {max }}(h)$ before determining $S_{\text {norm }}(h)$.

The normalization of the square-range-corrected signal allows determining the smoke-plume maximum





Fig. 4. (a)-(d) Dependence of the estimated height, $h(\chi)$, on the selected $\chi$ for the functions $Y_{0, \text { norm }}(h)$ presented in Figs. 3(a)-3(d), respectively.


Fig. 5. (a)-(d) Square-range-corrected signals of the scanning lidar at the wavelength 1064 nm as a function of height for the lidar scans in Figs. 3(a)-3(d), respectively.


Fig. 6. Normalized functions, $S_{\text {norm }}(h)$, for the lidar scans under consideration. The heights, $h\left(S_{\max , \max }\right)$, for the times shown in the legend are shown as filled squares. The filled dots show the maximum smoke-plume heights determined for the level $\chi=0.1$.
height using the selected levels, $\chi<1$, the same as was done above for the function $Y_{0, \text { norm }}(h)$. In Fig. $\underline{6}$, typical normalized functions, $S_{\text {norm }}(h)$, are shown. Here the filled circles show the smoke-plume maximum heights determined at the level $\chi=0.1$, whereas the filled squares show the heights where $S_{\text {norm }}(h)$ reaches its maximum value equal to the unit.

As stated in [3], the surface smoke-particulate concentration, predicted by models, is sensitive to the amount of plume mass injected at various heights. Knowledge of the vertical structures of smoke plumes may allow better smoke-dispersion predictions. Assuming that the vertical structure of plume concentration and the shape of the lidar backscatter signal are related, the utilization of the normalized square-range-corrected signals versus height allows obtaining some information about the investigated smoke plumes. Such a method can provide experimental data that allow some estimation of the temporal variations of the smoke-plume concentration at different heights and the height at which the smokeplume concentration presumably is at a maximum. As shown in Fig. 6, these heights, symbolized as $h\left(S_{\text {max,max }}\right)$, increased from 385 to 1143 m during the period from 10:57 to 11:23.

The rate of heat release, which can be monitored by the behavior of the parameter $\mathrm{S}_{\text {max, max }}$, is directly related to the rate of biomass consumption. In Fig. 7, the variations of the heights $h\left(S_{\text {max, max }}\right)$, at which the maximum backscatter signals were located are shown during the whole period of smoke-plume profiling. One can see that initially, at 10:57, the most intensive smoke particulates were located in the vicinity of the height $h\left(S_{\text {max, max }}\right) \approx 400 \mathrm{~m}$; then the height increases, reaching its maximum, 1244 m , at 11:20. After that it decreases down to the heights $900-1000 \mathrm{~m}$. The maximum backscattering intensity, $S_{\text {max,max }}$, equal to 54.9 a.u., was fixed at 11:14; then it monotonically decreased, vanishing at the end of the prescribed burn period, at 11:47.


Fig. 7. Variations of the maximum values of the square-range-corrected signals, $S_{\text {max,max }}$; their heights, $h\left(S_{\text {max,max }}\right)$; and the heights, $h_{\max }$, determined at the level $\chi=0.1$, during the time period from 10:57 to 11:47 on August 25, 2014.

Performing such an analysis, one should keep in mind that there is no simple relationship between the smoke-plume concentration and the backscatter signal obtained in the process of profiling the smoke plume. Nevertheless, two assumptions used in the above analysis look sensible; first, in not too dense smokes, the heights of the maximum smoke-plume concentration and the maximum backscatter signal are the same, or at least, are close to each other; second, the temporal variations of the maximum smokeplume concentration and the maximum backscatter signal are similar. However, in some cases, these assumptions may be not met, and the vertical profiles of these parameters may be significantly different.

One more comment about the latter variant is required. The use of the shape of the square-rangecorrected lidar signal for determining smoke-plume maximum height requires a preliminary estimate of the sensible maximum lidar range, $r_{\max }$. The square-range-corrected signal over distant ranges is generally corrupted with extensive random noise, which may completely mask important specifics in the shape of the recorded backscatter signal and, accordingly, in the shape of the function $S_{\text {norm }}(h)$. To avoid this issue, a sensible maximum range for the signals needs to be established before these signals versus range are transformed into these versus height. In principle, this can be achieved by selecting some acceptable signal-to-noise ratio in the lidar signal. However, no standard method for selecting such a fixed signal-to-noise ratio level exists except methods based on pure statistical principles. Unfortunately, these principles may be not valid for our task, where the results depend on how well the smoke-plume boundary is defined. The simplest way of making such a selection is to vary the maximum height, starting it with approximately doubled distance from the lidar to smoke plume origin, then increasing it until large noise appears. In our study, the discrete changes of $r_{\text {max }}$ from $3-4 \mathrm{~km}$ up to $5-6 \mathrm{~km}$
generally did not change the estimated smoke plume maximum height. The invariance of the estimated height within such an extended range of the $r_{\text {max }}$ can be considered as a criterion for validity of the estimated smoke-plume maximum height.

## 3. Summary

The maximum height of the smoke plume from biomass burning is one of the critical factors which determines the impact of fire emissions on air quality. To prescribe the vertical distribution of fire emissions, which are a critical input for the smokedispersion and air-quality models, proper plume rise models are required. While many plume rise models exist, their uncertainties, biases, and application limits when applied to biomass fires are not well characterized. The poor state of model evaluation in large part is mainly due to a lack of appropriate observational datasets.

Ground-based scanning lidar allows some addressing of this critical observation gap by obtaining important information on the levels and variations of the maximum smoke-plume heights in the smokepolluted areas. The lidar data processing algorithms considered in the paper are based on the analysis of the intercept function, extracted directly from the recorded lidar signal, and the square-rangecorrected backscatter signal normalized similarly to the above intercept function. The normalization of the square-range-corrected backscatter signal allows application of the same principles as those used in the analysis of the intercept function but allows obtaining additional characteristics of the smoke plume that can be used for improvement of smokedispersion and air-quality models.
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